Compensation for attenuation, scatter, and detector response in SPECT reconstruction via iterative FBP methods
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Iterative filtered backprojection (FBP) reconstruction is a fast method for single photon emission computed tomography (SPECT) that can provide simultaneous compensation for nonuniform attenuation, scatter, and distance-dependent detector response. The iterative FBP method was applied to the reconstruction of SPECT images of a chest phantom consisting of nonuniform attenuating media. One hundred twenty projections containing 20 million counts were reconstructed on an image array of $128 \times 128 \times 64$. The accuracy of reconstruction was significantly improved, in terms of concentration ratio, object shape, and noise reduction. Results of this experimental study indicate that iterative FBP can effectively reconstruct SPECT images, while other iterative methods, such as maximum a posteriori probability (MAP), will spend at least ten times more computing effort in the reconstruction on the same computer. The disadvantage of iterative FBP is its inability to model the noise properties of data collection accurately, as compared to the MAP methods.
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I. INTRODUCTION

Single photon emission computed tomography (SPECT) provides a useful diagnostic tool for functional imaging of the heart when used for myocardial perfusion and gated blood-pool studies. Iterative filtered backprojection (FBP) reconstruction is a fast method for single photon emission computed tomography (SPECT) that can provide simultaneous compensation for nonuniform attenuation, scatter, and distance-dependent detector response. The iterative FBP method was applied to the reconstruction of SPECT images of a chest phantom consisting of nonuniform attenuating media. One hundred twenty projections containing 20 million counts were reconstructed on an image array of $128 \times 128 \times 64$. The accuracy of reconstruction was significantly improved, in terms of concentration ratio, object shape, and noise reduction. Results of this experimental study indicate that iterative FBP can effectively reconstruct SPECT images, while other iterative methods, such as maximum a posteriori probability (MAP), will spend at least ten times more computing effort in the reconstruction on the same computer. The disadvantage of iterative FBP is its inability to model the noise properties of data collection accurately, as compared to the MAP methods.

II. THEORY

The goal of image reconstruction from projections is to invert the line integrals

\[ Y^p(\xi, \theta, z) = \int_{-\infty}^{\infty} O(\xi \cos \theta - \eta \sin \theta, \xi \sin \theta + \eta \cos \theta, z) d\eta, \quad (1) \]

for the object distribution $O(x, y, z)$, where each line integral $Y^p(\xi, \theta, z)$ is along a projection ray (say ray $l$) perpendicular to the $z$ axis for a parallel-beam geometry and $O(\xi \cos \theta - \eta \sin \theta, \xi \sin \theta + \eta \cos \theta, z)$ is the representation of $O(x, y, z)$ in the rotated (detector) coordinates $\xi - \eta - z$. The rotation axis is the $z$ axis. The $\xi - \eta$ plane is the detection plane. Each line integral $Y^p(\xi, \theta, z)$ can be a measurement of photons emitted from the distribution $O(x, y, z)$ of Tc-99m-labeled radiopharmaceuticals and registered in the detector within the primary-energy window. The inverse solution of Eq. (1) was obtained by Radon (i.e., the Radon transform), and by others in different forms.

In SPECT, where the photon absorption within the body is not negligible, the line integrals of Eq. (1) become

\[ Y^p(\xi, \theta, x) = \int_{-\infty}^{\infty} d\eta O_0(\xi, \eta, x) \]

\[ \times \exp \left( - \int_{-\infty}^{\infty} \mu_0(\xi, \eta, x') d\eta' \right), \quad (2) \]

where $O_0(\xi, \eta, x) = O(\xi \cos \theta - \eta \sin \theta, \xi \sin \theta + \eta \cos \theta, x)$ and the attenuation distribution is given by the linear at-
The attenuation coefficient \( \mu_p(\xi, \eta, z) = \mu(\xi \cos \theta - \eta \sin \theta, \xi \sin \theta + \eta \cos \theta) \). For a constant \( \mu(x,y,z) \), the inverse solution of Eq. (2) was theoretically derived in different forms as presented in Ref. 14–16 (i.e., the attenuated Radon transform). For a nonuniform \( \mu(x,y,z) \), the problem of inverting the line integrals of Eq. (2) remains unsolved.

The spatial resolution of a collimator-detector system in SPECT is not constant for all source points along ray \( i \) (see Fig. 1), and is spatially invariant for those source points which are at the same distance \( RoR - \eta \) (\( RoR \) is the radius of rotation) from the collimator surface. Let \( C(\xi', \eta, z') \) represent the contribution weight of point \( (\xi', \eta, z') \) to projection bin \( (\xi, \theta, z) \) on the collimator surface. Then Eq. (2) becomes

\[
Y^p(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} A(\xi', \eta, z') C(\xi' - \xi, \eta, z - z')
\times C(\xi - \xi', \eta, z - z') O_0(\xi', \eta, z') d\xi' d\eta d\eta',
\]

where the attenuation factor

\[
A(\xi, \eta, z) = \exp \left( - \int_{\eta}^{\infty} \mu_p(\xi, \eta, z') d\eta' \right),
\]

and the resolution function \( C(\xi, \eta, z) \) can be measured for a point source in air at different distances (i.e., different \( \eta \)) from the collimator surface.

One may model the probability of scatter from point \((\xi'', \eta'', z'')\), through multiple scatters, to point \((\xi', \eta, z')\), and then to projection bin \((\xi, \theta, z)\) by a function of \( S(\xi, \eta, z, \xi', \eta', z') \). The objective for SPECT reconstruction then becomes the inversion of the line integrals of \( Y^s(\xi, \theta, z) \)

\[
Y^s(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} d\xi'' d\xi''' A(\xi'', \eta, z - z'') (S(\xi, \eta, z, \xi', \eta', z') - S(\xi, \eta, z, \xi'', \eta'', z'')) O_0(\xi'', \eta, z') d\xi'' d\xi''' d\eta d\eta',
\]

where the scatter probability \( S(\xi, \eta, z, \xi', \eta', z') \) can be determined using the Klein–Nishina formula in tracing the scatter paths from point \((\xi', \eta, z')\) to bin \((\xi, \theta, z)\). The product of \( A \times C \times [S + T] \) represents the projection kernel. It is obvious that directly inverting the line integrals of Eq. (4) is very difficult and the associated computation is very intense. Some approximations can be helpful.

Equation (4) can be rewritten as

\[
Y^s(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} d\xi' d\eta' A(\xi', \eta, z') C(\xi - \xi', \eta, z - z') O_0(\xi', \eta, z') + Y^p(\xi, \theta, z)
\]

where the scatter contribution to the primary-energy-window measurements, \( Y^p(\xi, \theta, z) \), is given by

\[
Y^p(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} d\xi' d\eta' A(\xi', \eta, z') C(\xi - \xi', \eta, z - z') O_0(\xi', \eta, z') d\xi' d\eta' d\eta\]

The scatter contribution \( Y^s(\xi, \theta, z) \) is the most expensive to compute. If \( Y^p(\xi, \theta, z) \) can be measured approximately using dual-energy windows in data acquisition\(^{18, 20}\) and subtracted from the measurements of primary-energy window \( Y^p(\xi, \theta, z) \), i.e., \( Y^p(\xi, \theta, z) = Y^p(\xi, \theta, z) - Y^s(\xi, \theta, z) \), the line integrals of Eq. (5) become

\[
Y(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} d\xi' d\eta' A(\xi', \eta, z')
\times T(\xi - \xi', \eta, z - z') O_0(\xi', \eta, z') d\xi' d\eta' d\eta,
\]

where \( Y(\xi, \theta, z) \) is the scatter subtracted data and \( T(\xi, \eta, z) \) is the modified \( C(\xi, \eta, z) \) and includes any non-negligible effect of scatter subtraction upon the detector resolution for a point source in attenuating media. The quantity \( Y(\xi, \theta, z) \) can be obtained using the dual-photomp-peak window acquisition,\(^{20}\) where \( Y^p(\xi, \theta, z) \) is the summation of the dual-window measurements and \( Y(\xi, \theta, z) \) is deduced from the dual-window measurements by regression. A simpler and less accurate approach to \( Y(\xi, \theta, z) \) is the dual primary-scatter-window acquisition,\(^{19}\) where \( Y^p(\xi, \theta, z) \) is the primary-window measurement and \( Y(\xi, \theta, z) \) is related to the scatter-window measurements \( Y_s(\xi, \theta, z) \). If the scatter-window measurements \( Y_s(\xi, \theta, z) \) reflect accurately the scatter portion \( Y^s(\xi, \theta, z) \) in the primary-window measurements, then \( Y(\xi, \theta, z) = Y_p(\xi, \theta, z) \). Otherwise, a scalar factor \( \tau \) is introduced, \( Y(\xi, \theta, z) = \tau Y^p(\xi, \theta, z) \), i.e., the
scatter-window measurements are assumed to be proportional to the scatter contribution in the primary-window measurements. The determination of the value \( r \) will be discussed later.

Furthermore assume that the attenuation factor \( A(\xi, \eta, z) \) varies slowly within the collimator-acceptance angle, and so the factor can be moved out from the integral of \( \xi' \),

\[
Y(\xi, \theta, z) = \int_{-\infty}^{\infty} d\eta \int_{-\infty}^{\infty} d\xi' d\eta' T(\xi', \eta, z') O_{\theta, \eta}(\xi', \eta, z')
\]

(7)

where the convolution of detector response \( T(\xi, \eta, z) \) (after scatter correction in attenuating media) with source \( O_{\theta, \eta}(\xi, \eta, z) \) for the same \( \eta \) can be efficiently computed.\(^{21}\)

After scatter subtraction, the line integrals of Eq. (7) lead to an efficient algorithm for computing the solution due to the convolution. Since analytical inversion of the line integrals of Eq. (7) is complicated because of the non-uniform attenuation factor \( A(\xi, \eta, z) \), an alternate approach of modeling Eq. (7) in image space is considered. Equation (7) may be modeled discretely as

\[
Y_i = \sum_{J} R_{ij} \rho_j, \quad i=1,2,3,...,I,
\]

(8)

where \( R_{ij} \) is the discrete representation of the projection kernel \( \{A(\xi, \eta, z)T(\xi, \eta, z)\} \), as are \( Y_i \) and \( \rho_j \) of \( Y(\xi, \theta, z) \) and \( O_{\theta, \eta}(\xi, \eta, z) \), respectively. The indices \( I \) and \( J \) are the total numbers of projection rays and voxels, respectively.

Theoretically, direct inversion of the transform of Eq. (8) for the solution \( \{\rho_j\} \) is possible, given the matrix \( \{R_{ij}\} \), if the data are not very noisy and the computational burden for the inversion of matrix \( \{R_{ij}\} \) is not heavy (or the matrix is not very ill posed). For SPECT imaging, because the counts are low and the size of \( \{R_{ij}\} \) is very large, alternate iterative approaches to solve the solution are usually practical.

In noisy imaging situations, it is usually preferred to use a stochastic approach, rather than a deterministic approach. Based on a MAP analysis via Bayes’ theorem, an iterative algorithm for the inversion of Eq. (8) has been derived:\(^{22}\)

\[
o_k^{(n+1)} = o_k^{(n)} + \frac{\sum (F_{ik} Y_i - \sum J R_{ij} o_j^{(n)})}{\sum R_{ik}},
\]

(9)

where \( n \) is the iteration number, \( o_k^{(n)} \) is the smoothed \( o_k^{(n)} \) using \textit{a priori} specified relations between voxel \( k \) and its neighborhood, and \( F_{ik} = R_{ik} \rho_j^{(n)} / \sum R_{ij} \rho_j^{(n)} \). The smoothing may be specified in terms of either nearby voxel intensities\(^{23}\) or probabilities.\(^{24}\)

If neglecting the smoothing, Eq. (9) reduces to the ML reconstruction algorithm,\(^{10}\) and \( F_{ik} = R_{ik} \rho_j^{(n)} / \sum R_{ij} \rho_j^{(n)} \) is the contribution ratio of voxel \( k \) to all voxels. Furthermore if \( F_{ik} \) can be approximated as a suitable low-pass filter, for example, for the Hann filter,\(^ {25} \) the ML algorithm resembles Chang’s method\(^ {1} \) with \( R_{ik} = \exp(-\mu I_{ik}) \), where \( \mu \) is the attenuation coefficient of the body and \( I_{ik} \) the path length from voxel \( k \) to the boundary along ray \( i \) toward the
detector (see Fig. 1). It is noted that in the backprojection step of Chang’s iterative method, the attenuation factors need not be computed. This property offers the computational advantage of other iterative methods.\(^ {9,10} \) It is further noted that without the smoothing, the iterations of the ML and Chang’s methods will not converge to an acceptable reconstruction.\(^ {22,26} \)

Based on the observations above, \( F_{ik} \) in Eq. (9) is heuristically assumed to be a distance-dependent kernel.\(^ {22} \) The function of \( F_{ik} \) is decomposed into two components: one is low-pass filtering of data in frequency space, another is distance-dependent convolution of the filtered data with \( \{C_{ik}^{(n)} \} \) in image space during backprojection. The kernel \( T_{ik} \) is not used for the convolution during the backprojection, because \( T_{ik} \) is related to the attenuation map (as will be discussed later). This implementation of Eq. (9) has the computational advantage that, after filtering the data, the attenuation factors are no longer needed in the backprojection and the distance-dependent convolution in image space can be performed efficiently.

Although the formulation of Eq. (9) is based on a MAP procedure, the implementation is similar to those iterative FBP approaches\(^ {6,8} \) and so the algorithm of Eq. (9) is classified as an iterative FBP method. It is clear that the iterative reconstruction of Eq. (9) converges to a penalized ML solution \( \{o_j^{(n)}\} : \Sigma F_{ik} Y_i = \Sigma F_{ik} (\Sigma R_{ij} o_j^{(n)}) \), where \( o_j^{(n)} \) is the penalty is the smoothing for the first term on the right-hand side of Eq. (9) and the low-pass filtering for the difference in the second term.

It is noted that the low-pass filtering in frequency space and the convolution of the filtered data with \( C_{ik}^{(n)} \) at distance \( d \) in image space could be done in frequency space using a Wiener filter for that distance.\(^ {27} \) With the latter approach, one needs to filter the data using different Wiener filters for voxels at different distances. For example, at each projection angle, if the voxels can be arranged into 128 groups, each of which has approximately a constant distance to the collimator, then the backprojection consists of 128 loops at that angle: filter the data with a Wiener filter of distance \( d \) and backproject the filtered data to those voxels at that distance. The latter approach may need more computing time than the former, since the sizes of the kernels \( \{C_{ik}^{(n)} \} \) are usually small (as shown later).

The values of \( \{R_{ij}\} \) to be used for reprojection from image space to projection space are determined as follows. (It should be noted that modeling \( R_{ij} \) accurately for the reprojection is crucial for high-quality reconstruction.)\(^ {17} \)

As shown in Fig. 1, the attenuation factor \( A(\xi, \eta, z) \) from voxel \( k \) to projection bin \( i \) along ray \( i \) is given, in discrete form of Fig. 2, by

\[
A_{ik} = \exp \left( - \sum_{j=1}^{k-1} \mu_j l_{ij} - \frac{1}{2} \mu_k l_{ik} \right),
\]

(10)

where \( l_{ij} \) is the intersecting length of ray \( i \) within voxel \( j \), and \( 1/2 \mu_k l_{ik} \) approximates the attenuation for voxel \( k \). The lengths \( \{l_{ij}\} \) are computed recursively, as shown in Fig. 2, starting at \( j = 1 \) and ending at \( j = k \) using the method described in Ref. 28 and 29.
The convolution kernel $T(\xi, \eta, z)$ for the detector response is modeled approximately as a Gaussian function with full width at half-maximum (FWHM) that depends on the distance $d = RoR - \eta$ from voxel $k$ to bin $i$ (see Fig. 1),

$$T_{ik} \approx \exp \left[ -\ln(2) \left( \frac{(\xi_k - \xi_i)^2}{\text{FWHM}_x^2(d)} + \frac{(z_k - z_i)^2}{\text{FWHM}_z^2(d)} \right) \right],$$  \hspace{1cm} (11)$$

where $(\xi_k, z_k)$ is the coordinate of bin $i$ (or the projected position of voxel $k$ on the collimator surface) at projection angle $\theta$ and $\xi_k - z_k$ plane is the detection plane at that angle. The subscripts $x$ and $z$ for FWHM represent the orthogonal directions parallel to the collimator surface (as defined before). Since the collimator surface is flat, the convolution can be represented (see Fig. 3) as the contribution of voxel $k$ to those bins $\{i'\}$ within the anisotropic elliptical disk, where bin $i$ is at the center. The anisotropic elliptical disk is the intersection of an isotropic elliptical cone and the collimator surface. The apex of the elliptical cone is at voxel $k$ and its axis is on ray $i$. If the detector response is isotropic on the $\xi - z$ detection plane (i.e., $\text{FWHM}_x = \text{FWHM}_z$), the intersection is an elliptical disk. If the cone axis is perpendicular to the collimator surface, the intersection is a circular disk. The FWHM$_x$ and FWHM$_z$ can be obtained by measuring a point source at different depths in the water and at different distances from the detector with dual-energy-window acquisition and performing subtraction with $\tau$ (Ref. 19) or regression (Ref. 20). If they are measured in air, $T_{ik}^{vd}$ reduces to $C_{ik}$ (the detector response in air). It is clear that the FWHM of $T_{ik}^{vd}$ depends on the attenuation map $\{\mu_k\}$.

Let $l_{ik}$ be the portion of voxel $k$ contributing to bin $i$. The element of the transform matrix $\{R_{ik}\}$ for voxel $k$ contributing to bin $i'$ is

$$R_{ik} = l_{ik} A_{ik} T_{ik},$$ \hspace{1cm} (12)$$

where the assumption that the attenuation factor $A(\xi, \eta, z)$ varies slowly within the collimator-acceptance angle was used, $l_{ik} A_{ik} \approx l_{ik} A_{ik}$.  

### III. METHODS

#### A. Implementation of the iterative FBP algorithm

The iterative FBP algorithm of Eq. (9) which compensates for attenuation, scatter, and detector response was implemented and evaluated by reconstructing images from experimentally acquired projections of a cylindrical phantom having an elliptical cross section (Model #2230, Data Spectrum, Chapel Hill, NC) as shown on the top left of Fig. 4. The phantom consisted of an elliptical cylinder with thin (0.32 cm thick) plastic walls. Two balsa wood “lungs” and one nylon “bone” (or “spine”) were constructed and placed inside the elliptical cylinder. In the
axial direction, perpendicular to the elliptical cross section, the cylinder was 24 cm long. The lungs and bone extended the total axial length of the cylinder. In acquiring the transmission data for the nonuniform attenuation map, this "chest" phantom was filled with water. While acquiring the emission data, two "hot" spheres with thin (less than 0.1 cm thick) plastic walls were added into the chest phantom for quantification in reconstruction. The acquisition system was a three-headed SPECT system (Trionix Research Laboratory, Inc., Twinsburg, OH). The phantom has a useful feature for the testing of detector-response compensation. The two spheres and the cylinder nylon have the same diameter, but different activities and different locations. In addition the phantom has the nonuniform attenuating properties.

To obtain the nonuniform attenuation map for compensation of attenuation (i.e., to compute $A_{ij}$) and of scatter (i.e., to determine $T_{ik}$), the phantom (without the two spheres) was filled with water and scanned between an external transmission source and a detector. The transmission source was Tc-99m filled in a flat plastic container. The container was mounted between two cameras of the three-headed system allowing a single head to acquire data. Approximately 42 mCi of Tc-99m in 600 ml of water filled the plastic container. A low-energy, ultra-high-resolution, parallel-hole collimator was used. The photopeak-energy window was 20% in width and centered at 140 keV (i.e., from 126–154 keV), the primary-emission energy of Tc-99m. Projection images of $128 \times 128$ were acquired at 120 equally spaced angles over 360° with a scan time of 20 min. The scan orbit was a circle of 46 cm in diameter. The reconstruction was done by a conventional filtered back-projection method. The reconstructed attenuation map is shown on the top right of Fig. 4. The map is the summation of nine slices (each slice is 0.356 cm thick, i.e., the pixel dimension). The bottom right is the one-pixel-width profile drawn through the center of the attenuation map vertically (from A to B as indicated in the phantom diagram). The bone cannot be seen clearly because of not enough attenuation contrast between the water and the nylon. During attenuation compensation [see Eq. (10)] and construction of $T_{ik}$ [see Eq. (11)], the attenuation map in Fig. 4 was directly used for all slices in the image array, although a segmented attenuation map may be more appropriate.

The emission phantom was prepared by adding two plastic spheres inside the elliptical cylinder (see top left of Fig. 4). Note that the spheres and the "bone" have the same diameter of 2.5 cm. The spheres were filled with the same amount of Tc-99m activity (60 μCi Tc-99m in 20 ml water). The lung and the bone regions had no activity. The remaining region was filled with 6800 ml water containing 6900 μCi Tc-99m. The concentration ratio (CR) of the spheres to the "water" background was then approximately 3 to 1. The concentration profile of one pixel width through the center of the phantom is shown on the bottom left of Fig. 4. The difference in concentration between regions in the phantom simulates the isotope uptake in the activity-bearing regions. The activity-bearing regions provide a measure of the volumes, shapes and sizes of the objects, such as the spheres, bone, and lungs. Since absolute quantification of concentration in reconstruction is very complicated and depends on both source and detector system, only the CRs were considered. Since the reconstructed image density (or counts/voxel) in each activity-bearing region is proportional to the concentration in that region, the density ratios of different regions are equal to the corresponding CRs. The emission data were acquired by the three-headed system with low-energy, ultra-high-resolution, parallel-hole collimators. Although the dual photopeak-energy-window acquisition could be employed for scatter compensation, the dual primary-scatter-energy-window acquisition was adapted for scatter correction in this experiment. The primary-energy window was from 126–154 keV. The scatter-energy window was from 90–126 keV. There were 120 projections acquired equally over 360° using a scan time of 60 min. The scan orbit was an ellipse with major axis of 16.5 cm and minor axis of 12.5 cm. This scan can improve spatial resolution due to the closer distance between the detector and the body around the minor axis. The elliptical scan is not necessary for the transmission-data acquisition. Each projection was a $128 \times 128$ array. Only the center 64 axial slices were used to reconstruct an image array of $128 \times 128 \times 64$. The voxel is a cube with dimension of 0.356 cm. The counts from the primary-energy window were about 20 millions and from the scatter-energy window were approximately 14 millions.

The Gaussian kernel $T_{ik}$ at distance $d$ was constructed using the dual-energy-window measurements of a Tc-99m point source (~2.5 mm in diameter) at that distance. The detector system and the dual-energy-window settings were the same as that used in acquiring the emission data. The point source was placed at the bottom center of a plastic cylindrical tank with approximately 25 cm in diameter. The collimator was on the top of the tank and at $d=5, 10, 15,$ and $20$ cm distances from the point source, respectively (see Fig. 5). At each distance $d$, water was added into the tank such that there were different water depths $d'$ between the point source and the collimator. The scatter-window measurements were first subtracted from the primary-

![Fig. 5. The diagram for acquisition of the point-source-response function.](image-url)
The FWHM of detector response at different distances from collimator in air.

<table>
<thead>
<tr>
<th>Distance (cm)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWHM&lt;sub&gt;S&lt;/sub&gt; (mm)</td>
<td>6.6</td>
<td>8.3</td>
<td>10.3</td>
<td>12.8</td>
</tr>
<tr>
<td>FWHM&lt;sub&gt;T&lt;/sub&gt; (mm)</td>
<td>5.7</td>
<td>7.4</td>
<td>9.4</td>
<td>11.1</td>
</tr>
</tbody>
</table>

Window measurements (with the same τ as that used for emission data subtraction) at the same distance d and the same water depth d'. Then the FWHM<sub>S</sub> and FWHM<sub>T</sub> of the subtracted point-source measurements were used to construct the Gaussian kernel T<sub>d</sub><sup>d'</sup> at distance d and depth d'. The kernel at other distances d and other water depths d' were obtained by numerically fitting the measured point-source data. For d' = 0 (i.e., no water in between), T<sub>d</sub><sup>d'</sup> is the detector resolution in air (i.e., C<sub>0</sub>). The measured FWHM<sub>S</sub> in air are listed in Table I. The measured T<sub>d</sub><sup>d'</sup> was not circularly symmetric, because the collimator-detector system was not perfectly manufactured. The FWHM<sub>T</sub> perpendicular to the axis of rotation was slightly larger than that parallel to the axis. For d' ≠ 0, T<sub>d</sub><sup>d'</sup> included the effect of scatter subtraction upon the detector resolution. This subtraction effect in water is shown in Table II below for d = 15 cm (i.e., source-collimator distance) and for different water depths d' between the source and collimator. Similar variation of FWHM (d' ≠ 0) about FWHM (d' = 0) was observed for other distances d = 5, 10, and 20 cm. The scatter-subtraction effect can be easily incorporated into the detector-response convolution by introducing an effective water depth for voxel k on ray i: d<sub>ik</sub>' = [Σ μᵢ<sub>j</sub> + (1/2)μ<sub>W</sub>]<sub>j</sub>/μ<sub>w</sub> (μ<sub>W</sub> is the attenuation coefficient of water), for nonuniform attenuating media. For example, photons emitted from voxel k pass 5 cm air (or lung with attenuation coefficient μ<sub>L</sub> = 0), 3 cm water (or soft tissues with attenuation coefficient μ<sub>W</sub>), and 1 cm bone (with attenuation coefficient μ<sub>B</sub>) to reach bin i, then the attenuation length = 5μ<sub>L</sub> + 3μ<sub>W</sub> + μ<sub>B</sub> = 3μ<sub>W</sub> + μ<sub>B</sub> and the effective depth in water d<sub>ik</sub>' = 3μ<sub>W</sub> + μ<sub>B</sub> cm. The effective depth bridges the difference between the resolution variations in water and in nonuniform attenuating media after scatter subtraction. The effective depth d<sub>ik</sub>' is obtained when tracing the attenuation factor A<sub>ik</sub> of Eq. (10), so very little computing time is needed (one division for each voxel). Once the source-collimator distance d<sub>ik</sub> and the effective water depth d<sub>ik</sub>' are obtained (in computing the attenuation factor A<sub>ik</sub>), the detector-response kernel is then determined, the convolution of Fig. 3 for voxel k to those bins {i'} is then straightforward.

The weighting factor τ for scatter subtraction can be estimated by a Monte Carlo simulation. In this paper, τ was determined such that the tails of the point-source profiles of primary-energy window were approximately eliminated by the subtraction and τ = 0.5 was chosen. The low-pass filter employed in this paper was a Hann filter with rolloff parameter equal to the system Nyquist frequency (1.4 cycles per cm).

The diagram of Fig. 6 shows the flow chart of the implementation of the iterative FBP algorithm: (1) read in the Gaussian kernels {T<sub>d</sub><sup>d'</sup>}, and the attenuation map; (2) compute the normalization factors Σ<sub>i</sub>R<sub>i</sub> [see Eq. (9)] using the kernels {T<sub>d</sub><sup>d'</sup>}, and the attenuation map [see Eq. (12)]; (3) subtract the measurements of scatter-energy window from those of primary-energy window to obtain the data {Y<sub>i</sub>}, which are to be used to reconstruct the image; (4) transform the data {Y<sub>i</sub>} to the frequency space, filter them with the Hann filter, and then transform them back to the projection space; (5) backproject the filtered data, in which the convolution of the filtered data with the kernels {C<sub>d'</sub>}, (in air) is incorporated (see Fig. 3); (6) smooth the backprojected using the nearby-voxel correlation, and divide each smoothed datum k by the normalization factor Σ<sub>i</sub>R<sub>i</sub> then the initial image {a<sub>0</sub>}, is obtained; (7) reproject the initial image using the attenuation factors {A<sub>ik</sub>} and the response kernels {T<sub>d</sub><sup>d'</sup>}, for Σ<sub>i</sub>R<sub>i</sub> [see Eq. (12)]; (8) calculate the differences between the data {Y<sub>i</sub>}, and the projections {Σ<sub>i</sub>R<sub>i</sub>a<sub>0</sub>}; (9) transform the differences to the frequency space, filter them with the Hann filter, and then transform them back to the projection space [see step (4)]; (10) backproject the filtered differences in the same way as step (5) does; (11) divide the backprojected differences by the corresponding normalization factor [see Eq. (9)], and add them to the initial image; (12) smooth the modified initial image using the nearby-voxel correlation and the 12 steps above was enough, since further iterations (up to 6) generated similar images.

The reconstruction program was coded in FORTRAN language and executed by a Stellar computer (model: GS/1000; Stardent Computer Inc., Newton, MA). It took less
than 4 h to finish the reconstruction of a $128 \times 128 \times 64$-image array with compensation of attenuation, scatter, and detector response. Other methods, such as the ML and the MAP methods, needed at least 20 iterations (or 40 h) to produce satisfactory images on the same computer, when the same projector was used.

**B. Evaluation of the iterative FBP reconstruction**

The quantification of reconstruction accuracy was performed, in terms of CR, volume of activity-bearing regions, and signal-to-noise ratio (SNR), using the reconstructed images. The reconstructed counts/voxel (or density) of the two spheres were computed by selecting a region-of-interest (ROI) having a volume slightly smaller than both the reconstructed sphere volumes (see Fig. 7). The chosen spherical ROI had a radius of 1.1 cm. (The true radius of the spheres was 1.25 cm.) To obtain CRs between the spheres and background, the counts/voxel of background for each sphere were calculated using the nearby voxels of the spheres, respectively. These neighbors were located within a spherical shell with inner radius of 1.4 cm (greater than the true radius) and outer radius of 2.3 cm (see Fig. 7). The ROIs were chosen to not cover the spherical boundaries and so to reduce the errors due to the boundaries in the density estimates. Our purpose was to evaluate alternative reconstruction strategies.

For the cylinder bone, the radii of cylindrical ROIs for computing the counts/voxel were chosen the same as that for the spheres (i.e., the radius of ROI for bone density was 1.1 cm, the inner and outer radii of ROI for background density were 1.4 and 2.3 cm). The length of the cylindrical ROIs was chosen as 1.8 cm, so that the cylinder bone had a volume similar to each sphere volume.

In computing the counts/voxel of the lungs, an elliptical ROI with long and short radii of 4.6 and 4.1 cm were used. The chosen elliptical ROI was slightly smaller than both the reconstructed ellipses. (The true radii for each of the lungs were 5.0 and 4.4 cm.) The length of the chosen ROI was 1.8 cm. The chosen elliptical shell for calculating the background densities had inner long and short radii of 5.2 and 4.6 cm, and outer radii of 5.9 and 5.3 cm.

The volumes of the activity-bearing regions (i.e., the spheres, bone, and lungs) within reconstructed images were computed by selecting ROIs having volumes slightly larger than the reconstructed volumes, respectively. Although using a larger ROI to determine the volume will introduce errors due to the distortion, the calculated results qualitatively reflect the sizes of the reconstructed objects. Since the background activity is relatively high, the method that determines the volume by dividing the total counts of the ROI by the central voxel density is not appropriate. The volume was instead computed by determining how many voxels belonged to the object. The ROIs were (see Fig. 7) specified by the inner radii given above for computing background density (i.e., 1.4 cm for the spheres and the cylinder bone, and the major axis of 5.2 cm and the minor axis of 4.6 cm for the elliptical lungs), and by the cylindrical length (of 1.8 cm). In determining which voxel belonged to the object, a threshold was set in the middle of the computed density window from the background to the object. If a voxel within the ROI had a density greater than the threshold, that voxel was then classified to the object. Otherwise, the voxel was classified as the background.

The noise reduction was measured in terms of SNR of the background voxels. The signal was the average of the counts over those voxels of the entire background region (except for the sphere, bone, and lung regions, as well as voxels near all the boundaries). The noise is the standard deviation over those voxels.

**IV. RESULTS**

Figures 8 and 9 show the transaxial and sagital images, respectively, of the three-dimensional (3-D) reconstruc-
tions through the centers of the two spheres. On the top left is the reconstruction without compensation, which is the same as the conventional FBP reconstruction. On the top right is the reconstruction with attenuation compensation only, which is similar to the reconstruction of Chang's method except for the smoothing. The bottom left images are the reconstruction with additional scatter subtraction. The bottom right images are the reconstruction with the compensation of attenuation, scatter, and detector response. Figure 10 shows the one-pixel-width profiles drawn through the centers of the two spheres for the four transaxial images of Fig. 8 from A to B as indicated in the phantom diagram of Fig. 4.

The improvement with the compensation in recognition of object shape and size (i.e., the three circles for the two spheres and the bone in the transaxial image and the two circles for the spheres in the sagittal image), as well as in quantification of object density (i.e., the profiles), can be seen in the Figs. 8–10.

The quantitative results were computed from the reconstructed images and are presented in Table III. The true CRs for lungs with background and bone with background are 0, and for spheres with background are 3 (see the second row). The ratios calculated from the image without compensation are shown on the third row, from the image with attenuation compensation only are shown on the fourth row, from the image with additional scatter subtraction are shown on the fifth row, and from the image with compensation of attenuation, scatter, and detector response are shown on the sixth row. The true volumes for the lungs, bone, and spheres are given, in terms of voxel units, on the eighth row. The calculated volumes for the activity-bearing regions are shown in the subsequent rows. The bottom row shows the computed SNRs over the back-

<table>
<thead>
<tr>
<th>Table III: Computed concentration ratio, object volume, and signal-to-noise ratio from reconstructions.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio(isotope):</td>
</tr>
<tr>
<td>True ratio:</td>
</tr>
<tr>
<td>FBP:</td>
</tr>
<tr>
<td>FBP(A):</td>
</tr>
<tr>
<td>FBP(A,S):</td>
</tr>
<tr>
<td>FBP(A,S,C):</td>
</tr>
<tr>
<td>Volume(region):</td>
</tr>
<tr>
<td>True voxels:</td>
</tr>
<tr>
<td>FBP:</td>
</tr>
<tr>
<td>FBP(A):</td>
</tr>
<tr>
<td>FBP(A,S):</td>
</tr>
<tr>
<td>FBP(A,S,C):</td>
</tr>
<tr>
<td>SNR (for bk):</td>
</tr>
<tr>
<td>SNR:</td>
</tr>
</tbody>
</table>

*FBPs refer to the image without compensation, FBP(A) the image with attenuation compensation only, FBP(A,S) the image with additional scatter subtraction, and FBP(A,S,C) the image with further convolution for detector-response compensation; $l(l)$ represents the lung on the left, $l(r)$ the lung on the right, $s(c)$ the sphere at the center, $s(e)$ the sphere near the edge, and $bk$ the background.
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ground region of the images. The errors in computing these results in this phantom study are comparable, since the same method was used to determine the ROI for each object (see Sec. III). The variance in the estimation can be computed with more phantom studies. The computed volumes for the central sphere were not consistent with visual judgement on the Figs. 8 and 9. This inconsistency is due to the much lower background at the central area of the uncompensated image, as compared to that of the compensated image. It is noted that the detector-response compensation improves the resolution of the reconstruction while, at least, preserving the SNR of the result. The significance of the detector-response compensation lies in the improvement of the object-shape reconstruction. The compensation compressed the distorted hot and cold regions of the two spheres and the bone (see Figs. 8 and 9) into circular regions and improved the object volumes closer to the true object size.

The above comparisons were performed using the FBP-type reconstructions. The filter and projectors were the same for all the reconstructions except for the different compensations. The computational costs of this algorithm for different compensations were similar for all the iterative FBP methods. Since the iterative FBP reconstruction of Eq. (9) is a penalized ML solution, a comparison between MAP and this iterative FBP reconstruction would be useful. As reported in Refs. 35 and 36, the iterative FBP reconstruction was better for the cold objects (i.e., the bone and lungs), worse for the hot objects (i.e., the two spheres), and comparable for the background, as compared to the MAP reconstruction.

V. DISCUSSION

The iterative FBP, a modified and unified reconstruction method for SPECT, has been shown to provide satisfactory images for phantom scans in a practical situation. The compensation for nonuniform attenuation and scatter within the chest phantom and for distance-dependent detector response is effective. Qualitative improvement in identifying object shape and size in the reconstructed images is observed. Quantitative improvement on concentration ratio, object volume, and noise reduction is obtained.

The computation time required to generate satisfactory images with the iterative FBP is at least ten times less than the iterative ML and MAP reconstructions. The latter approaches usually need more than 20 iterations, while the former method requires computation time equivalent to 2 iterations of the latter approaches. The FORTRAN code of the iterative FBP algorithm was executed on a Stellar computer model GS/1000 with less than 4 h for 128 x 128 x 64 array from 120 projections. With SUN Sparc stations 2 or 10, the computation time can be easily reduced to less than an hour. Further reduction in computation time can be obtained by parallelizing the program code.

The computer coding of the iterative FBP is relatively easy. The process of filtering is identical to that of the conventional FBP. The attenuation compensation factors or normalization factors \( \{ \Sigma R_x \} \) are computed in a manner similar to Chang's method. The subtraction of dual-energy-window data is straightforward, a simple modification of Jaszczak's method. The convolution technique is well documented.

It is noted that the convolution improves significantly the object shape and SNR, while preserving the object contrast within the phantom in this experimental study. This gain with detector-response compensation was also indicated in Ref. 37. The convolution approach can be applied to the distance-dependent detector response, positron and angular range blurring in positron emission tomography.

It is clear that the application of the iterative FBP method to clinical studies requires an efficient reconstruction of the nonuniform attenuation map of the body (see Fig. 4). Two approaches have been simulated to improve the reconstruction of the attenuation map. In the first approach, an external line source was employed to generate the transmission data using a three-head SPECT system. The emission data were acquired after injection following the transmission scan. The attenuation map was simultaneously reconstructed and segmented, given the transmission data and the attenuation coefficients of bone, lungs, soft tissues, and air. In the second approach, the attenuation map was constructed by fitting the attenuation coefficients to the segmented magnetic resonance (MR) image if the patient had a MR scan available.
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